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Abstract— Transport triggered architecture (TTA) offers a orders of magnitude [4]. In general, FFT processor architec
cost-effective trade-off between the energy-efficiency anperfor-  tures can be divided into five categories: processors amdbas
mance of an ASIC implementation and the flexibility provided on single-port memory, dual-port memory, cached memory.
by a software implementation on a programmable processor.A . ' ’ ] ’
this paper, we describe a programmable TTA processor, which pipeline, or a”aY arc_h'teCture [5]. In [6], a reconfigurabl
is tailored for computing mixed-radix fast Fourier transform FFT-processor with single memory based scalable IP core
(FFT). Several approaches has been exploited to reduce theis presented, with radix-2 algorithm. In [7], variable-ggh
power consumption of the processor; e.g., special functionnits  FFT processor is designed using pipeline based architectur
for complex-valued arithmetics and address computation, lock It employs radix-2/4/8 single path delay feedback archiex

gating, instruction compression are utilized. The paper sbws .
FFT implementation supporting power-of-two FFTs with the The proposed processor supports three different transform

aid of mixed radix algorithm consisting of radix-4 and radix- lengths by bypassing the input to the correct pipeline stage
2 computations. The developed processor is programmable bu In [5], cached memory architecture is presented, which uses
shows energy-efficiency comparable to fixed-function ASICm-  small cache memories between the processor and the main
plementations. memory. It offers good energy-efficiency in low voltage mode
but with rather low performance. In [8], an energy-efficient
I. INTRODUCTION architecture is presented, which exploits subtresholcuits
techniques. Again the drawback is the poor performance.

Fast Fourier transform (FFT) has an important role in many : :
- . . . The pr FFT implementation I-port memor
digital signal processing (DSP) systems. E.g., in orthadon e proposed plementation uses a dual-port memory

frequency division multiplexing (OFMD) communication Sysand the instruction schedule is constructed such that glurin
tems, FFT and inverse FFT are needed. The OFMD techni the execution two memory accesses are performed at each in-

. ) . fuction cycle, i.e., the memory bandwidth is fully expéai.
has become a widely adopted in several wireless com e energy-efficiency of the processor matches fixed-fancti

nication standards. When operating in wireless environm% :
. ICs although the proposed processor is programmable.
the devices are usually battery powered and, therefore, an 9 prop P prog

energy-efficient FFT implementation is needed. In CMOS

circuits, power dissipation is proportional to the squafréhe HI. MIXED RADIX-4/2 FFT ALGORITHM

supply voltage [1]. Therefore, a good energy-efficiency can There are several FFT algorithms and, in this work, a mixed
be achieved by aggressively reducing the supply voltage [2ldix approach has been used since it offers lower arith-
but unfortunately this results in lower circuit performanc metic complexity than radix-2 algorithms and more flexible
In this paper, a high performance, low power processor timnsforms size compared to radix-4 algorithms. The specifi
customized for from 32-point to 16384 point power of twalgorithm used here is a variation of the in-place radix-4/2
FFT applications. Several optimization steps, such asiapealecimation-in-time (DIT) algorithm the first"4oint FFT in
function units, code compression, manual code generatiomatrix form is defined as

are utilized to obtain the high performance with low power

dissipation. The performance and power dissipation are-com 0
pared against commercial and academic processors and ASIC Fn = [ |‘| [pjn]TU an-1 @ Fa)D3nPin leﬂ :
implementations of the 1024-point FFT. s=n-1
Ph = lnsy® P4<su),4s ;
Il. RELATED WORK . n
- . I Pn = I_l Ly @ Py 4 5
Digital signal processors offer flexibility and, therefplaw T ,

and typically high power dissipation. Field programmable Pxr(mn) =
gate arrays (FPGA) combine the flexibility and the speed

of application-specific integrated circuit (ASIC) [3]. Hew where® denotes tensor produd?,ij‘ is an input permutation
ever, FPGAs cannot compete with the energy-efficiency ofatrix of orderN, F4 is the 4-point discrete Fourier transform
ASIC implementations. For a specific application, the epergmatrix, Dy, is a diagonal coefficient matrix of ordét, Py is a
efficiency between these alternatives can differ by mutippermutation matrix of ordeM, andly is the identity matrix of

development costs but at the expense of limited performance 1,iff n= (MRmodK) + [MR/K |
{ 0, otherwise @



orderN. Matrix P r is a stride-byR permutation marix [9] of ~ The interconnection network consumes a considerable am-
orderK such that the elements of the matrix. In addition, modhount of power and, therefore, all the connections fromgort
denotes the modulus operation ahd is the floor function. of function units and register files to the buses, which are no
The matrix Dy, containsN complex-valued twiddle factors, really needed, should be removed. By removing a connection,
W,E, as follows the capacitive load and the power consumption is reduced.
Due the reductictions in interconnection network, the pro-
Dy — @ diag{wziélilmod 45)} , gram_mability of.processgr is decreased. There can be placed

hrt sertain connections, which allows the processor to be pro-

o WK o j2r/N grammable. This action increase the power dissipation egd a

1=01...3; Wy=e ) thus not used in current proccessor architecture. Clodkgat
where j denotes the imaginary unit ang denotes matrix technique can be used to reduce the power consumption of
direct sum. non active function units. Significant savings can be exqukbct

When transform size is not equal to th&-goint, the last ©n units with low utilization.

step is performed with radix-2 DIT algorithm, defined as ~ TTA processors remind VLIW architectures in a sense
that they use long instruction words, which implies high

N/4—1

X(K) = Fra(k) +WEF22(K); power consumption on instruction fetch. This overhead @n b
X(k+N/2) = Fia(K) —W#Fz,z(k); significantly reduced by exploiting program code compi@ssi
k=0,1,...,N/2-1 3)

A. Arithmetic Units
Since the FFT is inherently an complex-valued algorithm,

Finally, the matrixF4 andF; is given as
1 1 1 1

1 -1 1 1 the architecture should have means to represent complax dat
Fa=11 -1 1 -1 F= (1 71) @) The developed processor uses 32-bit words and the complex
1 -1 - data type is represented such that the 16 most significant bit
are reserved for the real part and the 16 least significast bit
IV. TRANSPORTTRIGGEREDARCHITECTURE for the imaginary part. Real and imaginary parts use fragiio

Transport triggered architecture (TTA) is a class of stdijc representation, i.e., one bit for sign and 15 bits for fiati
programmed instruction-level parallelism (ILP) architees The arithmetic operations in the algorithm in (1,3) can be
that reminds very long instruction word (VLIW) architectur isolated to two into 4-input, 4-output blocks describedaabx-

In the TTA programming model, the program specifies on@ DIT butterfly operation and two radix-2 DIT butterflies as
the data transports to be performed by the interconnectittiowing:

network [10] and operations occur as “side-effect” of data T T T
transports. Operands to a function unit are input througtspo (yo.y1.¥2.¥3) = Fa(1.Wa,Wo,Ws)" (X0, %1, %2, X5)" (5)
and one of the ports is dedicated as a trigger. Wheneversiata i Yoy)T = Fa(L,Wh)" (x0,%1)"

moved to the trigger port, the operation execution is itetia (yz,yg)T = F2(1,Vv2)T (Xz,Xg)T (6)

When the input ports are registered, the operands for the ) . .
operation can be stored into the registers in earlier inion Wherex denotes an input operanidj is a twiddle factor, and -
cycles and a transport to the trigger port starts the omeratdi IS an output operand. One of the special function units in
with the operands stored into the registers. Thus the ogeraRUr design is complex multiplier, CMUL, which is a standard
can be shared between different operations of a functiop uNit containing four 16-bit real multipliers and two 16-bit
which reduces the data traffic in the interconnection and the@l adders. When the operand to the CMUL unit is a real
need for temporary storage in register file or data memory.ONne, i-€., multiplication by one, the other operand is diyec

A TTA processor consists of a set of function units anBYPassed to the result register. The CMUL unit is pipelined
register files containing general-purpose registers. & besc- and the Iatenc_y is three_cycles. The butterﬂ_y operationaogat
tures are connected to an interconnection network, whi€Amplex additions defined by (4). In this work, we have
connects the input and output ports of the resources. THefined a four-input, one-output special function unit, TAD
architecture can be tailored by adding or removing resaurc¥/hich supports eigth different summations for Radix-4 and

Moreover, special function units with user-defined funcsib R@dix-2 DIT butterflies according to each row i and two
ity can be easily included. times F,. The motivation is that, in a TTA, the instruction

defines data transports, thus by minimizing the transptirs,
number of instructions can be minimized. Each of the four
results defined by, andF,, are dependent on the same four
An effective means to reduce power consumption withooperands, thus once the four operands have been moved into

reducing the performance is to exploit special functiontsinithe input registers of the function unit, four results can be
for the operations of the algorithm. These units reduce teemputed simply by performing a transport to trigger regist
instruction overhead, thus they reduce the power consomptivhich defines the actual function out of the eigth possible
due to instruction fetch. Here four custom-designed unitemplex summations. The CADD consists six 16-bit adders
tailored for FFT application were used. and the latency of the unit is two cycles.

V. TTA PROCESSOR FORMIXED RADIX FFT



[RF1] [COGEN] [ADD | [CMUL[COMP| [LD_sﬂlLD_sm [CNTRL ngm where theN/8+ 1 are stored. This table is implemented as
{0 N A 20 O 2 O A O 2 Y hard wired logic for reducing the power consumption. The uni
contains an internal address generator, which createsdes i

to the coefficient table based on three input operands:riytte

: column index §=0,1,...,ceil(logsa(N)) — 1), element index

A \ A A A A A A A A A N H H

v v v I v 1 vyI T v v ¥ m (a=0,1,...,N—1)) and the size of transformatioiN). The

RF9 [RF8 | RFf| RA6RF10| [RF1 R R R| FZ | C G . . .

[Reg [Red fj l:J fj EU Rr3[cap] [Ac ] obtained index is used to access the table and the real and
Fig. 1.  Architecture of the proposed processor. CADD: Caxpidder. iMmaginary parts of the fetched complex number are modified
CMUL: Complex multiplier. AG: Data address generator. COGEoefficient by six different combinations of exchange, add, or subtract
generator. ADD: Real adder. LBT: Load-store unit. COMP: Comparator ; i ;

unit. CNTRL: Control unit. RFx: Register files, containingfdl of 25 general opergtlons dependlng on .the state .Of Input operands. The
purpose registers. SH : shifter unit. LOGIC: Logic unit. resul_tlng cqmplex number is placed in the output register as
the final twiddle factor.

B. Address Generation D. General Organization

TheN-point FFT algorithm in (1,3) contains variable length The general organization of the proposed TTA processor
permutations between the butterfly columns. In-place compailored for mixed radix FFT processor is presented in Fig. 1
tations require manipulation of indices into data bufferc’$ The processor is composed of 11 separate function units and a
manipulations are low-power if performed in bit-level. Het total of 11 register files containing 25 general-purposesters
2" input operands are stored into a buffer in-order, the rea@éd 3 boolean registers. The function units and registes file
index to the buffer, i.e., operand for the butterfly opematioare connected by an interconnection network (IC) congjstin
is obtained by rotation of two bits to the rigth. However, thef 17 buses and 65 sockets. In addition, the proposed prarcess
length of the bit field to be rotated is dependent on the diitter contains a control unit, instruction memory, and dual-edrt

column indexs, in (1) and the size of transformatid data memory. The size of the data memory is 16400 words
Then-bit read indexp = (Pmaxn—1Pmaxn—2- - - Po) is formed of 32 bits implying that 32-bit data buses are used. The data

from the element indea as follows: memory is divided to seven blocks. There is one 1-bit bus,

pi=a,i >= n-2s which is used for transporting the Boolean values.

pi=aj,i < n-2s )

j=1i+2 , I < n-2-2s E. Instruction Schedule

j=i-(n-2-25),1 >=n-2-2s In principle, mixed radix-4/2 FFT algorithm irP@) contains
Such an operation can be easily implemented with the aid ¥{0 nested loops: an inner loop where the butterfly operation
multiplexers. is computed 4~V times and an outer loop where the inner

When the generated index is added to the base addreep is iteratedh times. Each butterfly operation requires four
of the memory buffer, the final address to the memory @perands and produces four results. Therefore, in a N-point
obtained. The input ports of the address generation unj(AGFT. a total of(N x stages:2) memory accesses are needed.
are registered, thus the base address and size of FFT need§a@csingle-port data memory is used, the lower bound for the
be stored only once into first and second operand port. TRdmMber of instruction cycles for a, i.e., 1024-FFT is 10240.
butterfly column index is stored into third operand port amel t & dual-port memory is used, the lower bound is 5120 cycles.
address computation is initiated by moving an index to &igg In order to maximize the performance, the inner loop kernel

port. Resulting the bit field rotation. The latency of addred'€€ds to be carefully optimized. Since the butterfly openati
generator is one. are independent, software pipelining can be applied. In our

implementation, the butterfly operations are implemented i
a pipelined fashion and several butterflies at differentspba
of computation are performed in parallel. The developed
A coefficient generator (COGEN) unit was developed fanulitple-point FFT code follows the principal code in Fig. 2
generating the twiddle factors, which reduces power con-In initialization, pointers and loop counters, i.e., btitie
sumption compared to the standard method of storing thad element indices, are set up. The size of transformation
coefficients as tables into data memory. In an radix-4 FFiE, fetched from data memory buffer. The input data is stored
there areNlogs(N) twiddle factors as defined by (2) but theren order into data memory buffer. The intermediate and final
is redundancy. It has been be shown that all the twiddlesults will be stored is same buffer replacing previousadat
factors can be generated frody8-+ 1 coefficients [11] with in buffer, i.e. for 16384 point transform 16385 buffer séot’
the aid of simple manipulation of the real and the imaginagne slot for size of transformation, are used. The AG output
parts of the coefficients. In similar fashion the reductidn as used to access the buffer in correct place, i.e. no exula co
twiddle factors can be refined to the mixed radix algorithgn, bis needed for input or intermediate permutation.
adding permutation network for butterfly element index. 8am In the prologue, the butterfly iterations are started oner aft
principle can be applied to the radix-2 FFT. Both radix-4 anelach other and, in the actual inner loop kernel, four itereti
radix-2 consist same set of twiddle factors, i.e. oNly8+1 of butterfly kernels are performed in parallel in pipelined
coefficients are needed. The COGEN unit is based on a tafdshion. The loop kernel evaluates also the loop counter. In

C. Coefficient Generation



mai n() { TABLE |
initialization(); /* 8 to 42 instructions */ CHARACTERISTICS OF MIXED RADIXFFTPROCESSORONL30NM ASIC

for(stage=0; stage<[log4 N; stage++) { TECHNOLOGY WITH 1.5V SUPPLY VOLTAGE.
prol ogue(); /* 18 instr. */
for(k=0; K<(N-14)/12; k++)

kernel (); /* 12 instr. */ Clock Cycles 174 to 114891 Execution Time 676 ns to 489,56us
if(r2flag == 1) Power 75,8 to 104 mW Clock Frequency 250 MHz
oddepi | ogue; /* 18 instr. */ Area 890 kgates Energy 52,76 nJ to 47,79
el se
evenkpi | ogue; /* 14 instr. */
} } instructions, the length of the code word fibgz|N|] bits.

During execution, the code word, fetched from the program
Fig. 2. Pseudocode illustrating structure and control fidverogram code. memory is used to obtain the original instruction from the
dictionary for decoding.

In order to reduce the power consumption of the proces-
the epilogue, the last butterfly iterations are completed agor and improve the code density, dictionary-based program
the loop counter of the outer loop is evaluated. The kern@mpression was applied. All the unique instructions of the
contains the functionality of butterfly operations, whia r program code were stored into a dictionary and replaced with
quires four triggers for memory reads and memory writes aftiices pointing to the dictionary. This resulted in deseem
corresponding address computations, four triggers forptexn  the width of the program memory from 167 bits to 7 bits. The
multiplier and four triggers for CADD unit. Since the brancrﬁecompression, i.e., the dictionary access was Supp|eﬂhﬁmt
latency is three cycles, the kernel can actually be impleetenthe control unit without additional pipeline stage. Theuatt

with four instructions. However, this approach results in @jctionary was implemented using standard cells.
need for moving variables from an register to another. The

reason is that parallel butterfly iterations need more tloam f
intermediate results, which need to be stored into regfités:
Since there is no mechanism to dynamically index the registe In order to analyse the characteristics of the proposed
accesses, the only way is to use the register files as firgtocessor, the structures of the previous special functiots
in-first-out buffers. Such register copies introduce daddal were described manually in VHDL. The structural descriptio
power consumption, in particular, since the transportsireq of the proposed core was obtained with the aid of the TCE
additional buses and increase the register activity. [13], which generated the VHDL description and provided fas
The final implementation of the kernel was 12 instructiorgnd illustrating simulator for design of the proposed pssce.
and by that way, it was possible to keep the intermediateThen the proposed processor was synthesized to a 130nm
results in a dedicated register without need to copy theegaluCMOS standard cell ASIC technology with Synopsys Design
This resulted significant savings in power consumption at tcompiler. This was followed by a gate level simulation at
expense of lengthening the program code by eight instnugtio250 MHz. Synopsys Power Compiler was used for the power
The parallel code for mixed radix FFT contains a total ginalysis. The obtained results are listed in Table I. It &hou
107 instructions and the instruction length was 167 bite THve noted that the memories take from 40 to 52% of the total
execution of 1024-point FFT takes 5264 instruction cyclepower consumption of 75,8 to 104 mW with 1.5V supply
thus the overhead to the theoretical lower bound with doal-p voltage. If the supply voltage is reduced to 1.1V, the total
data memory (5120 cycles) is only 3% (144 cycles). Maximugpwer consumption will drop down to about 40 to 55 mW.
overhead is 208 and minumum overhead is 78 cycles. However, this will reduce the maximum clock frequency.
Overheads in calculation of larger FFT is negligible com- Table Il presents how many 1024-point FFT transforms can
pared to overheads seen in typical software implemenwtiote performed with energy of 1 mJ. The results are presented
for ten different implementations of the 1024-point FFTr Fo
some implementations there are different operating veltag
clock frequency points listed. Spiffee processor [5] ergpla
TTA suffers from poor code density, which is mostly due thigh performance architecture and low supply voltages &sd i
minimal instruction encoding that is used to simplify deiogd  dedicated for the FFT. The StrongArm SA-1100 processor [14]
Minimal instruction encoding leads to long instruction @er employs custom circuits, clock gating, and reduced supply
The poor code density can be improved by compressiomltage. The Stratix [15] is an FPGA solution with dedicated
Compression also results in reduced power consumptioneasbedded FFT logic usign Altera Megacore function. The Tl
fewer bits need to be fetched from the program memorg6416 [16] is a digital signal processor and the Imagine [17]
Dictionary-based compression is one of the simplest comprés a media processor. They were both created using pseudo-
sion approaches to improve the code density [12]. Dictipnarcustom data path tiling. In addition, the Tl C6416 employs
based program compression stores all unique bit pattetos ipass-gate multiplexer circuits. The 1024-point FFT wittixa
a dictionary and replaces them in the program code withalgorithm can be computed in 6002 cycles in TI C6416 when
code words to the dictionary. Given a program withunique using 32-bit complex words (16 bits for real and imaginary

VI. PERFORMANCEANALYSIS

F. Code Compression



TABLE I
THE NUMBER OF1024-POINTFFTS PERFORMED WITH A UNIT OF ENERGY

Design Tech. Oper. Clock Exec. FFT/mJ Design Tech.  Oper. Clock Exec. FFT/mJ
voltage freq. time voltage Freq. time
(nm] V] [MHz]  [ps] (nm] V] [MHz]  [us]
proposed 130 15 250 21.06 505 | max 1K FFT 130 15 250 21.06 641
Imagine 150 1.5 232 16.0 16 130 1.2 720 8.34 100
600 11 16 330 319 | TIC6416 130 1.2 600 10.0 167
Spiffee 600 25 128 41 67 130 1.2 300 21.7 250
600 3.3 173 40 39 MIT FFT 180 0.35 0.01 250000 6452
SA-110 350 2 74 425.7 60 180 0.9 6 430.6 1428
130 1.3 275 4.7 241 Lin 350 3.3 45.45 225 93
Stratix 130 1.3 133 9.7 173 350 2.3 17.86 57 133
130 1.3 100 12.9 149 [ Zhao 180 - 20 281.6 43
Intel P4 130 1.2 3000 23.9 0.8
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